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Abstract
Phishing is an increasing threat to the security of end-users, net-
works, and organizations. Phishing simulations via email are a
widespread tool used to measure user awareness, especially in work-
place settings. However, current studies focusing on large-scale
analysis of phishing simulations often have issues: The phishing
simulations were conducted using a small sample size (mostly one
or two organizations), or while many emails are sent, the analysis
focuses only on specific companies. This study analyzes phishing
simulations conducted over three years at 36 organizations with
over 68 000 delivered emails. We compare different dimensions of
the organizations where these simulations were conducted, such
as the economic sector and departments. Furthermore, we evalu-
ate various dimensions of phishing simulation campaigns, such as
detection difficulty and the scenario under which the simulation
occurs. Our findings indicate significant disparities in the results,
such as the industry sector in which the company operates. More-
over, we find substantial differences between the success rates of
varying scenarios used for phishing emails.

CCS Concepts
• Security and privacy→ Human and societal aspects of se-
curity and privacy.
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1 Introduction
Phishing emails are still a prevalent threat to organizational secu-
rity. Several countermeasures like detection mechanisms [53] or
machine learning approaches [44] were used in the past. In recent
years, the trend has also introduced so-called security awareness
campaigns (SAC) and phishing simulation campaigns (PSC) along-
side technical countermeasures to raise awareness about phish-
ing emails. This leads to an added security layer, and nowadays
employee training is vital to an organization’s cybersecurity and
mandatory according to different cybersecurity regulations and
standards, e.g., NIS2 [51], ISO 27001 [46], or ISO 27004, which rec-
ommend PSC as a measure to verify security trainings [27].

It is currently more complex to quantitatively evaluate human
aspects of cybersecurity than to evaluate technical measures, e.g.,
the blocking rate of a firewall [7, 48]. One approach to obtain quan-
titative data is to perform PSCs in an organization that generate
data that can be evaluated. By analyzing this data, organizations
seek to conclude the effectiveness of their security program [4–6].

Other studies researching phishing simulations and their click
rates focus primarily on one organization [28, 34, 47]. Some aca-
demic studies are also biased toward academic institutions as the au-
thors solely conduct experiments within a university setting [54, 61].
This work addresses these gaps by performing large-scale phish-
ing email campaigns in 36 organizations, sending and analyzing
68 743 phishing emails over 45 months using 96 distinct phishing
campaigns. Our approach allows us to assess whether different sec-
tors or departments within a company are more likely to identify
potential phishing emails. Our findings help make specific recom-
mendations for organizations to achieve a comprehensive level of
awareness and realistically evaluate the phishing threat.
In summary, we make the following contributions:
• By performing a large-scale quantitative analysis of 96 propri-
etary phishing campaigns across 36 organizations in various
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industries, we show the non-generalizability of previous work,
which analyzes phishing within one or two organizations. Our
large-scale horizontal study fills this research gap.

• We analyze different economic sectors and departments within
a company and show significant disparities in the susceptibility
to phishing. By comparing different levels of detection difficulty
according to the Phish Scale [13, 52], we show that the difficulty
is not significant to predict dangerous interactions, but rather
other factors are more influential.

• Through the analysis of different phishing scenarios, we show
that some (e.g., “Don’t Miss Out”, where the email contains a lim-
ited offer that the user should not miss) lead to considerably more
dangerous interactions with the emails than other scenarios.

Research Questions. Our work was guided by the following re-
search questions we answered in our large-scale study.
• RQ1: Are results from previous studies reproducible if they are evalu-
ated across industries? The first goal of this study is to understand
whether findings from previous studies focusing only on one (or
two) organizations can be generalized across multiple companies.

• RQ2: What are the differences between different dimensions of
the phishing simulations such as generality (i.e., generic phishing
compared to spear-phishing), detection difficulty, and scenario? We
want to determine whether different dimensions of a phishing
email, such as an individualized email, a high detection difficulty,
or specific scenarios, lead to significantly higher click rates.

• RQ3: How do different economic sectors (resp. departments) com-
pare regarding the click rate of the users employed in the respective
organizations (resp. departments)? Lastly, we want to ascertain
whether click rates across different economic sectors and depart-
ments differ and whether these differences are significant.

Main Findings. Regarding our research questions, we summarize
the following key takeaways from our experiments.
• Findings related to RQ1: The rates of dangerous interactions with
phishing emails vary highly across different organizations (see
Section 4.1). Thus, results from studies focusing on single orga-
nizations are not reproducible if evaluated across industries.

• Findings related to RQ2: First, phishing simulation campaigns that
did not request sensitive data from the users led to higher click
rates than campaigns with possible data submission (see Sec-
tion 4.1). Second, spear-phishing emails yield higher interaction
rates than generic emails (see Section 4.2). Third, when raising
the detection difficulty, there is a slight increase in click rates (see
section 4.5). Our findings indicate, however, that other factors
are more significant than detection difficulty. Fourth, there are
significant differences in the scenarios used. For example, while
“Account compromised” was handled rather well by users, “Don’t
Miss Out” led to many dangerous interactions (see Section 4.6).

• Findings related to RQ3: There is a significant difference in the
number of dangerous interactions between economic sectors.
Mainly, the second economic sector (i.e., manufacturing and in-
dustry) performed more securely (in terms of our study) than the
others (see Section 4.3). Furthermore, there is a disparity in dan-
gerous interactions between different departments. Significantly,
Finance & Administration performed safer, while Sales & Mar-
keting had many more dangerous interactions (see Section 4.4).

2 Background & Terminology
This section provides the necessary background to facilitate the
understanding of phishing simulation campaigns 2.1.

2.1 Phishing Simulation Campaigns
Security awareness campaigns (SAC) try to influence employees’
security behavior in various organizations. Phishing simulation
campaigns (PSC) should protect companies from the prevalent
threat of phishing, which is, for example, used by advanced, persis-
tent, and harmful actors to access company infrastructure [57]. The
market for SACs is generally growing, and PSCs play a significant
role in that growth, particularly since cybersecurity awareness has
become a success factor for organizations that were victims of a
cyberattack in the past and a firm’s market valuation in general [2].
CISOs also see phishing simulation campaigns as a leading driver for
human-centered security [23]. Demand for location-independent
awareness solutions like PSCs is growing due to the rising numbers
of remote workers with remote connections to companies, posing
a threat outside of the classical perimeter [39]. Another driver for
demand in phishing SACs and PSCs are regulations, for example,
the European NIS2 directive, which requires organizations to apply
cybersecurity measures across their technical infrastructure and
workforce [55]. PSCs can consist of multiple campaigns that differ
in the email used and the detection difficulty of that email. At least
one ormore of these campaigns are combined to create one phishing
simulation. Technically speaking, PSCs work similarly regardless of
the specific vendors. The PSC provider must register domains and
maintain an infrastructure for the phishing simulations. Domains
are registered, and an email server is configured from which the
emails originate. The simulation provider uses this infrastructure
because it wants emails to appear as if they were sent from a specific
domain, but in fact they are originating from a spoofed domain:
executive@example.com is spoofed by the campaign provider as
executive@excample.com, for example [18]. Another method of
deceiving a user is using convincing subdomains from otherwise
legitimate-seeming domains (e.g., microsoft.security-com.org). As
the providers themselves are in control of the domain, they can
employ anti-spoofing techniques and protocols like Sender Policy
Framework (SPF) or DomainKeys IdentifiedMail (DKIM), among oth-
ers, to make their emails appear even more legitimate and thus by-
pass certain technical countermeasures like spam detection [26, 37].
Attackers and providers of commercial phishing campaigns need
to properly configure these anti-spoofing techniques for their do-
mains so that the emails are delivered to the respective victims or
clients. The phishing or spear-phishing email is crafted either with
a proprietary tool or open-source alternatives like GoPhish [60], the
Social Engineer Toolkit [31], or KingPhisher [12]. For all toolkits,
a PSC provider first needs to create a template for the phishing
email that should be sent. Typically, not just one email is sent,
but rather multiple emails over a predefined period to deduce a
trend from the multiple phishing attempts. The email usually has
varying difficulties, defined mainly by the number of cues that the
email is malicious and by the alignment of the email with the users.
A framework often used to rank difficulty is the Phish Scale by
Steves et al. [52]. Afterward, a tracking pixel and trackable link
are inserted into the email. The tracking pixel helps to measure
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email opening rates and the trackable link measures clicks on the
link. The clickable link guides the victim of the PSC campaign to
a prepared landing page, where user behavior is tracked. These
landing pages are typically login pages akin to the ones real attack-
ers would use [40, 49]. Measuring whether a user submits login
data to a login field on these landing pages is especially interesting.
After the user submits login data, there is a redirection towards a
post-mortem page. This page reveals to the user that the received
email was potentially malicious [21].

3 Method
This section describes the surveyed organizations (see Section 3.1),
the analyzed phishing campaigns (see Section 3.2), and our approach
to analyzing the results (see Section 3.3).

3.1 Surveyed Organizations and Dataset
As part of the study, the researchers collaborated with one phishing
service provider (partner organization), which gave them access to
the aggregated PSC results of 36 organizations. Organizations that
purchased phishing simulations conduct business in various sectors,
from insurance providers to IT service providers and manufacturers
of special tools. The authors did not influence the selection of the
organizations, as the organizations themselves paid the partner
company to use the respective phishing simulation service. Initially,
we received a list from the organization with the following informa-
tion: (i) pseudonymous identifier, (ii) economic information (sector,
industry, ISIC Classifier and code), (iii) organization size, (iv) bal-
ance sheet total (BST), and (v) country (see Table 6 in Appendix B).
Due to data protection laws, confidentiality agreements, and indi-
vidual agreements with, for example, work councils, the data was
analyzed pseudonymously. The research team thus had no access
to the actual names of the organizations, but only to the results of
a specific campaign (see Section 6). In addition to an individual ID,
the data records contain the action and the associated organization
and department. Any ID can be assigned to one of the following
categories of actions: (i) delivered, (ii) opened, (iii) clicked, (iv) data
submitted. The category selection is sorted accordingly in ascend-
ing order, i.e., a person who has clicked on an email has opened it
before and has not been evaluated twice in this study. Before the
start of each individual phishing campaign, tests were conducted
with a technical contact person of the organization to ensure the
following: (i) the sent-out emails are appropriately delivered; (ii)
they are not filtered as spam or phishing; (iii) their visual layout
appears as intended, and all images are loaded; (iv) whether the
human opening of the email is registered; (v) whether the tracked
actions were human actions and not triggered by any software.

Organization Sizes. Of the 36 organizations, seven are considered
small-sized organizations, 13 are medium-sized organizations, and
16 are large organizations based on the number of employees and
using the SME classification scheme of the EU [15]. We analyzed
each organization’s balance sheet total to strengthen our claim that
this dataset is diverse. The balance sheet total is the sum of all items
on the assets or liabilities side of the balance sheet at the end of a
financial year. Using this approach, we could not obtain results for
eight organizations, as they do not need to publish their financial
statements at the end of a financial year, e.g., due to their legal entity

being a registered association. The average balance sheet total for
the remaining organizations is 269 603 448.28 EUR (min.: 1 100 000
EUR, max.: 3 400 000 000 EUR, SD: 696 266 261.4). For small-sized
organizations, the balance sheet total average is 4 885 714.29 EUR;
for medium-sized organizations, the average is 12 946 153.85 EUR;
for large organizations, the average is 421 500 000 EUR. Our dataset
thus presents a diverse representation of different organizations
with regard to balance sheet total as well.

Economic Diversity of the Organizations. Furthermore, the ob-
served organizations are distributed across different economic sec-
tors. The economy and the organizations that form it are often clas-
sified using a three-sector model [17]. As prevailing economic and
societal influences have changed over the years, several economists
suggested an extension of this model by a fourth quaternary sector
as early as the 1980s [19, 30]. We follow the proposed definition of
the quaternary sector from [56]. Those organizations contributing
to generating, applying, and sharing knowledge are categorized in
the quaternary sector. Services unrelated to developing and shar-
ing knowledge and information remain in the tertiary sector [56].
None of the organizations we analyzed belong to the primary sector,
which describes the extraction of raw materials (e.g., agriculture,
fishing, mining). Nine organizations belong to the secondary sec-
tor, which contains manufacturing of any kind (e.g., construction,
manufacturing, chemical production). In the tertiary sector, which
contains service industries such as hospitality or real estate, we
identified 12 organizations. In the quaternary sector, which includes
knowledge-based services, we surveyed 15 organizations.

Departments in the Organization. Our partner company gave us
specific interaction rates for different departments to understand
whether there are generalizable differences in phishing suscepti-
bility within each organization over the whole dataset. Since the
departments varied greatly across the organizations and some orga-
nizations have different names for similar departmental functions,
e.g., “Sales” or “Business Development” [41], or regarding the de-
tailed allocation level, we decided on a simple categorization into
three fundamental groups: (i) Finance & Administration (F&A),
(ii) Production & Operations (P&O), (iii) Sales & Marketing (S&M).
Combining, for example, Finance (accounting and paying bills) with
different forms of Administration (which includes back office and
HR) is reasonable, as their tasks overlap and sometimes even pro-
duce increases in efficiency [42]. Similarly, marketing and sales
are related and often in many organizations entangled [3]. In the
group Production & Operations, besides the apparent departments
such as manufacturing, research, development, IT, etc., we also
included all miscellaneous or uncommon departments that did not
have counterparts in other organizations [1]. This categorization
of different departments helps us to answer RQ3.

Dataset Heterogenity. Our dataset is heterogeneous with regard
to the number of employees, financial background, economic sec-
tors, and examined departments. The balance sheet total is skewed
towards large organizations that comprise a large portion of this
dataset. Accordingly, it offers overarching insight into different
industries and economic sectors and helps us answer the defined
research questions. While all survey organizations are chosen from
a single client (i.e., our partner company), they represent a diverse
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set of companies to analyze (see Table 6 in Appendix B). Thus, the
dataset is valid to analyze how similar phishing simulations affect
different companies. Further, the focus on German-speaking coun-
tries decreases the likelihood that the measured results might be a
result of different cultural perspectives.

Open Science. To foster future research, we make our pseudony-
mous dataset and analysis scripts available at https://github.com/
awareseven/Different-Seas-Different-Phishes.

3.2 Phishing Campaigns Used
The partner company sent phishing emails on behalf of the organi-
zations in different campaigns. One phishing campaign is defined as
follows for our measurements: The distinct feature distinguishing
campaigns is the email that changes with each campaign. The email
contains a link to a website, the “landing page”. The landing page
and set of users can remain unchanged for multiple campaigns. In-
teractions with the email are logged until the end of a waiting period
of seven days from the last phishing email sent. This waiting period
was implemented to account for anyone absent from the workplace
(e.g., due to illness or holiday). 68 743 phishing emails were sent out
and delivered in 96 campaigns, and employees’ interactions with
these emails were monitored and analyzed. The emails ranged from
least to very difficult according to the Phish Scale [13, 52]. The con-
tents of the phishing emails were discussed and defined in a direct
exchange with the participating organization to ensure that their
content is relevant to the users. The emails were designed once
and then sent out to the organizations. Our partner company sends
phishing emails ranging from brand impersonations (e.g., Google-,
Microsoft-, or Amazon-branded emails) to individualized “spear
phishing” emails. The spear phishing emails were tailor-made from
information found on various websites using open-source intelli-
gence [57], or designed to appear as if they originated internally
within the organization (e.g., from IT or HR departments). The land-
ing pages mimicked login forms for different popular web services
(e.g., Microsoft 365) for generic or organization-branded logins,
depending on the specific campaign. The number of phishing sim-
ulations per campaign and organization varied between 1 and 13
(mean: 2.72, modal value: 1). The participating organizations are
primarily from German-speaking countries (i.e., Germany, Austria,
and Switzerland), as sales and customer acquisition of our partner
company were mainly conducted in this region. In three campaigns
with 17 133 emails, a bilingual email containing the same German
and English text was used. This only occurred within organizations
where such communication is customary. In eight campaigns, sep-
arate German (10 799) and English (9 031) emails were used. Two
campaigns with 47 delivered emails were sent in English. The em-
ployees were typically not informed that a phishing simulation was
planned.

Rating Difficulties of Phishing Emails. The Phish Scale [52] uses
a three-step approach. The first step counts the number of cues that
an email might be phishing. This results in a cue category: “Few”,
“Some”, and “Many”. In the second step, the premise alignment is
determined, which results in a premise alignment category: “Weak”,
“Medium”, or “Strong”. In the last step, these two categories are

combined to yield a detection difficulty: “Least difficult”, “Moder-
ately to least difficult”, “Moderately difficult”, or “Very difficult”.
For example, an email with the cue category “Some”, but a “Strong”
premise alignment produces a detection difficulty of “Very difficult”.
Depending on the difficulty of the phishing campaign that the or-
ganization decided on, the partner company manually prepared
phishing emails with different cues. For our experiment, one of
the authors (Rater 1) categorized all phishing campaigns by their
detection difficulty level, closely following the NIST Phish Scale
User Guide [13]. To make the classification more reliable, another
rater (Rater 2) classified them independently without having access
to Rater 1’s classifications. Afterward, we calculated the inter-rater
reliability, Cohen’s Kappa, and weighted it quadratically so that
opposite classifications have more weight than similar ones. We
obtained a Cohen’s Kappa of 0.65, showing substantial agreement
between the two raters. Therefore, we use this classification as the
categorization for the paper and to answer RQ2. In the following
section, the detection difficulties of generic phishing emails range
from “Least difficult” to “Moderately difficult”. The detection diffi-
culties of spear-phishing emails range from “Moderately difficult”
to “Very difficult”. One spear-phishing email, which we categorize
asmoderately complex using the Phish Scale and the TCoP scenario,
is depicted in Figure 9 in Appendix A.

Table 1: The different scenarios used in the phishing emails
by the service provider with an illustrative example

Scenario Description Example of content

Don’t Miss
Out (DMO)

Email contains a limited of-
fer or event that the user
should not miss

Information about a dis-
count or winning a lottery

Take Care
of Process
(TCoP)

Email requests or demands
the user to take care of a
process

Email about a system up-
date where the user needs
to take a specific action

Account
Compromised
(AC)

Email pretends that a sen-
sitive account was compro-
mised

There was suspicious activ-
ity on an account, and now
action must be taken

Take Care
of Email
(TCoE)

Email pretends that the
user needs to take care of
a (work-related) email

There was an issue with
sending the last email. The
user must take care of it

Click
File/Ticket
(CF/T)

Email contains a file or a
(work) ticket that is general
and lacks details

An email is sent with a
download link for the file
“salaries_jan2024.xlsx”

Unexpected
Order (UO)

Email pretends to be a dis-
patch, shipping, or delivery
without details

User receives an email re-
garding a product they
never ordered

Information
(I)

Email offers some (obliga-
tory or optional) informa-
tion to the user

Click this link to see re-
cent changes in the organi-
zational chart

Overview of the Infrastructure Used. An overview of the phishing
infrastructure used and the data collection process can be found in
Figure 1. The figure illustrates the aspects of the phishing infrastruc-
ture: 1) Each user is assigned a different ID, and emails with the IDs
are sent to users; 2) openings of the emails are logged via tracking
pixels, with the IDs included in the URLs; 3) clicks in the email are
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5) Raw data gets
aggregated

Organization

Phishing
Appliances

Collects information about
industry, sector etc.Researcher

Clicks lead to
landing page

2) Openings of
emails get logged 3) Clicks get

logged 4) Submitted data
gets logged

1) Emails with
IDs are sent

Figure 1: Overview of the Research Process

logged, again with the IDs included in the URLs of the links, and
each click directs the user to a landing page; 4) if the landing page
allows for it, data submissions by users are logged; 5) these events
yield raw data, which is then aggregated for analysis. Additionally,
the partner company sent the emails from dedicated servers (i.e.,
nobody else is using the servers) and used custom-made phishing
software that works similarly to open-source implementations like
GoPhish [60]. The partner company set up all necessary security
options, e.g., DKIM and SPF, for server and domain infrastructure
for the emails to reach the users’ inboxes.

3.3 Statistical Methodology
For each email delivered to a user, we considered different cate-
gories of events: “Opened”, “Clicked” and “Data submitted” (the
latter is considered for campaigns with possible data submission
on the landing page). We compared different average results, e.g.,
generic vs. spear phishing, economic sectors, departments, etc., for
those categories. For example: “How many users working in Mar-
keting & Sales clicked on a fraudulent link, compared with users
working in Finance &Administration?” Because of the dichotomous
results, each event can be statistically interpreted as a Bernoulli
trial. For each separate phishing campaign and each of the three
(resp. two) categories of events, we have a sample number 𝑛 of in-
dependent Bernoulli trials, and thus we obtain a Bernoulli process.
Since users behave both differently and independently, for each
phishing campaign we get separate Bernoulli processes of sample 𝑛
for the categories “Opened”, “Clicked”, and “Data submitted” (if the
landing page allows for it). We statistically estimate each of these
Bernoulli processes to have a binomial distribution, though with
different probabilities 𝑝𝑖 .

We used the one-tailed binomial test, which uses the binomial
cumulative distribution function (CDF), to compare whether the
difference between two binomial distributions is statistically sig-
nificant [14]. Throughout Section 4, we used the strict significance
level of 𝛼 = 0.001, recognizing that large-scale datasets are prone to
yield statistically significant results even when the effect size is low.
In addition, we conduct a Bayesian logistic regression [14, 29] to in-
vestigate which categories (e.g., generic or spear-phishing, scenario
of email, economic sector of organization) have the most significant
impact on the click rate. We used the average click rate (𝑝 ≈ 0.09)
of all emails (see Section 4.1) to find a proper prior intercept via
the logit-function: logit(𝑝) = ln( 𝑝

1−𝑝 ) ≈ −2.31. For the nominal
variables (i.e., sectors and scenarios), we chose certain “baseline
categories”, with which we compare the other categories.

4 Results
In this section, we analyze the collected data, specifically the emails
that were delivered and opened, and in which a link was clicked
or data submission logged. Moreover, we provide basic statistics
about the results, such as the average email interaction rate. In
the respective subsections, we analyze the data across different
categories. First, we present the overall results (see Section 4.1).
Next, we compare the success rates of generic and specific phishing
simulations (Section 4.2). Furthermore, we compare how the click-
ing behavior changes per sector for different economic sectors (see
Section 4.3). We compare (1) different kinds of departments and
their clicking behavior across organizations (see Section 4.4), (2)
different detection difficulty categories according to the Phish Scale
(see Section 4.5), and (3) interaction rates for different scenarios of
content in the phishing emails (see Section 4.6).

4.1 Overall Results
We analyzed 96 phishing campaigns at 36 organizations with 68 742
delivered emails. Of these, 28 campaigns allowed for data submis-
sion (29.17%), comprising 17 737 delivered emails (25.8%), a subset
of the total delivered emails. For the rest of this section, the per-
centage values of the presented submission rates are solely based
on this subset of emails that allowed data submission.

The overall results are presented in Tables 2 (all phishing sim-
ulations) and 3 (phishing simulations with data submission) and
indicate that overall 20 085 emails (29.22%) were opened by people
in the 36 organizations. In total, 6 127 (8.91%) users clicked on a
link in the emails. Of these users, 422 (0.61%) submitted data on
a landing page. In Figure 2, we present the interaction rates for
each organization. The organizations are pseudonymously listed
in descending order, and the respective rates are averaged over all
campaigns conducted at each organization. The missing cells in the
third column indicate that no campaign with data submission was
conducted. The results show that the rates vary across different
organizations. The differences between the rates of campaigns with
and without data submission are significant (𝑝 < 0.001).

Figure 3 shows the distributions of the log-odds coefficients
for the predictor variables, resulting from the Bayesian logistic
regression (see Section 3.3). The higher the absolute value of the
mean of a distribution, the greater the impact this category has
on the click rate. Positive values imply an increase in the click
rate, while negative values imply a decrease. They are sorted in
descending order by impact. The results indicate that the scenario
“Account Compromised” would significantly decrease the click rate,
while the scenario “Unexpected Order” would increase it notably.
Further, phishing in the quaternary sector and spear-phishing both
lead to an increase, while phishing in the secondary sector leads to
a decrease in the click rate. The other categories have less impact.

No email template was sent to all organizations, but two cases
were sent to several organizations: (i) An email sent to 15 organiza-
tions with the difficulty “Moderately to least difficult” and scenario
“Take Care of Email”. It did not allow data submission and had an
average opening rate of 18% with a click rate of 9%. (ii) An email
sent to 5 organizations with the difficulty “Moderately difficult” and
scenario “Account Compromised”. It had an average opening rate
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Table 2: Results of the phishing campaigns for different cate-
gories. Results are rounded for better readability.

Type Delivered Opened Clicked

Overall 68 742 20 085 (29%) 6 127 (9%)

Generic 33 769 9 338 (28%) 2 462 (7%)
Spear Phishing 34 973 10 747 (31%) 3665 (10%)

Economic Sectors
Secondary 30 488 9 259 (30%) 2 114 (7%)
Tertiary 17 893 4 066 (23%) 1 384 (8%)
Quaternary 20 361 6 760 (33%) 2 629 (13%)

Departments
Finance &
Administration

714 159 (22%) 47 (7%)

Production &
Operations

6 479 1 931 (30%) 596 (9%)

Sales & Marketing 562 299 (53%) 77 (14%)

Detection Difficulties
Least difficult 4 923 1 576 (32%) 414 (8%)
Moderately to
least difficult

9 879 1 904 (19%) 904 (9%)

Moderately difficult 31 014 10 154 (33%) 2 136 (7%)
Very difficult 20 134 5 517 (27%) 2 304 (11%)

Scenarios
Don’t Miss Out 18 105 5 697 (31%) 2 262 (12%)
Take Care of Process 13 934 4 694 (34%) 1 091 (8%)
Account Compromised 10 893 3 626 (33%) 355 (3%)
Take Care of Email 9 631 1 825 (19%) 853 (9%)
Click File/Ticket 5 857 852 (15%) 467 (8%)
Unexpected Order 3 939 1 385 (35%) 407 (10%)
Information 3 591 1 072 (30%) 323 (9%)

of 37%, an average click rate of 4% with an average data submission
rate of 2%. These results align with our overall findings.

Summary. The data reveals that the average email campaign per-
formance metrics show an opening rate of 29%, a click rate of 9%,
and a submission rate of 2%. Campaigns that do not involve data sub-
mission exhibit a click rate nearly twice as high as those requiring
data submission. However, within the subset of campaigns involv-
ing data submission, 43% of users who clicked on a link proceeded
to submit their data. These figures highlight the differential impact
that a data submission requirement has on user engagement and
action. Also, interaction rates vary broadly across organizations.

4.2 Generic vs. Spear-Phishing
We analyzed the different rates of interactions with generic emails
compared to spear-phishing emails, i.e., when specific information
connected to the respective organization was used. Of the 96 cam-
paigns, 32 (33.33%) fall into the spear-phishing category, and 18
organizations (50%) were targeted. According to the Phish Scale,
these emails had two levels of detection difficulty: either “Moder-
ately difficult” or “Very difficult.” Seven of these campaigns also
used specific spear-phishing landing pages, while the others did not.

Table 3: Results of different categories, only for campaigns
with data submission

Type Delivered Opened Clicked Submitted

Overall 17 737 4 860 (27%) 984 (6%) 422 (2%)

Generic 10 962 3451 (31%) 405 (4%) 135 (1%)
Spear Phishing 6 775 1 409 (21%) 579 (9%) 287 (4%)

Economic Sectors
Secondary 10 477 2 555 (24%) 384 (4%) 123 (1%)
Tertiary 4 778 1 433 (30%) 262 (5%) 95 (2%)
Quaternary 2 482 872 (35%) 338 (14%) 204 (8%)

Departments
Finance & Administration 252 54 (21%) 24 (10%) 9 (4%)
Production & Operations 3 656 1 112 (28%) 327 (8%) 160 (4%)
Sales & Marketing 228 102 (45%) 18 (8%) 7 (3%)

Detection Difficulties
Least difficult 241 4 (2%) 1 (0%) 0 (0%)
Moderately difficult 14 055 4 596 (33%) 761 (5%) 351 (3%)
Very difficult 3 441 260 (8%) 222 (6%) 71 (2%)

Scenarios
Don’t Miss Out 382 151 (40%) 92 (24%) 42 (11%)
Take Care of Process 3 279 1 017 (31%) 239 (7%) 148 (5%)
Account Compromised 9 011 3 103 (34%) 272 (3%) 109 (1%)
Take Care of Email 1 223 243 (20%) 113 (9%) 26 (2%)
Click File/Ticket 3 410 249 (7%) 207 (6%) 61 (2%)
Unexpected Order 241 4 (2%) 1 (0%) 0 (0%)
Information 191 93 (49%) 60 (31%) 36 (19%)

In total, 34 973 emails were delivered in these spear-phishing cam-
paigns (50.88% of the total number of delivered emails). In Figure 4,
we compare the interaction rates in generic and spear-phishing cam-
paigns. We compare the averages of the opening rates for generic
(mean: 29.56%; SD: 13.64%) and spear-phishing campaigns (mean:
37.77%; SD: 14.68%), the averages of the click rates for generic (mean:
7.24%; SD: 6.2%) and spear-phishing campaigns (mean: 18.09%; SD:
11.03%), and the averages of the submission rates for generic (mean:
1.55%; SD: 2.23%) and spear-phishing campaigns (mean: 7.11%; SD:
7.12%). Note that here the average value of the opening (or click,
submission) rates is calculated as the average of each campaign’s
opening (or click, submission) rates. With this approach, small cam-
paigns are weighted the same as large ones. This leads to values
that are different from those generated by calculating the average
rates across all delivered emails. The differences between generic
and spear-phishing campaign rates are significant with 𝑝 < 0.001.

Summary. Spear-phishing campaigns demonstrate significantly
higher interaction rates compared to generic campaigns. Notably,
in spear-phishing campaigns, 50% of the users who click on a link
also submit their data, indicating a high level of engagement. In
contrast, generic campaigns have a relatively low submission rate,
underscoring the effectiveness of spear-phishing tactics.

4.3 Comparison of Economic Sectors
In this section, we compare the rates of interactions with phishing
emails from organizations across different economic sectors. In 29
(30.21%) campaigns in the secondary sector, 30 488 (44.35%) emails
were delivered. In 46 (47.92%) campaigns in the tertiary sector,
17 893 (26.03%) emails were delivered. In 21 (21.88%) campaigns
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Figure 2: Heatmap of overall interaction rates (in percent)
for each organization’s event category. Organizations are
pseudonymously listed in descending order

in the quaternary sector, 20 361 (29.62%) emails were delivered.
The interaction rates are visualized in Figure 5. We compare: (i) the
averages of the opening rates of the secondary sector (mean: 31.05%;
SD: 11.21%), the tertiary sector (mean: 29.18%; SD: 15.13%), and the
quaternary sector (mean: 40.86%; SD: 14.1%); (ii) the averages of the
click rates of the secondary sector (mean: 11.78%; SD: 10.87%), the
tertiary sector (mean: 8.56%; SD: 7.92%), and the quaternary sector
(mean: 14.67%; SD: 9.98%); and (iii) the averages of the submission
rates of the secondary sector (mean: 4.22%; SD: 6.05%), the tertiary
sector (mean: 0.72%; SD: 1.48%), and the quaternary sector (mean:
7.98%; SD: 5.93%). Again, note that here the average values are
calculated as the averages of the rates of each campaign, contrary
to averaging over all delivered emails. The differences between the
rates of economic sectors are all significant with 𝑝 < 0.001.

Summary. Phishing susceptibility varies significantly across dif-
ferent economic sectors, with the secondary sector exhibiting the
lowest levels of vulnerability. Specifically, the secondary sector has
a click rate of 7.02% and a submission rate of 0.86%, indicating a
comparatively lower likelihood of users in this sector engaging
with phishing attempts.

Figure 3: Distributions of log-odds coefficients for predictors.
Baseline economic sector is the tertiary sector, and the base-
line scenario is “Don’t Miss Out”.

Figure 4: Comparison of interaction rates (in percent) in
generic and spear-phishing campaigns

4.4 Comparison of Departments
This subsection compares the different rates of interactions with
phishing emails in various departments across organizations. Of all
phishing campaigns, 35 campaigns (36.46%) were conducted in a
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Figure 5: Interaction rates across the economic sectors.

way that included information to compare different departments in-
side each organization. These 35 campaigns were distributed across
14 organizations (38.89%). In these 35 campaigns, 7 755 emails were
delivered, of which 2 389 (30.83%) were opened. 720 (9.28%) users
clicked on a link and 176 (2.27%) of these users submitted data. The
results are visualized in Figure 6. We compare: (i) the averages of
the opening rates of F&A (mean: 23.55%; SD: 28.54%), P&O (mean:
35.62%; SD: 18.05%), and S&M (mean: 55.93%; SD: 20.4%); (ii) the
averages of the click rates of F&A (mean: 8.25%; SD: 14.02%), P&O
(mean: 10.88%; SD: 9.89%), and S&M (mean: 16.49%; SD: 20.44%);
and (iii) the averages of the submission rates of F&A (mean: 1.22%;
SD: 2.23%), P&O (mean: 2.64%; SD: 3.29%), and S&M (mean: 1.99%;
SD: 4.59%). Again, note that the average values are calculated as the
averages of the rates of each campaign, contrary to averaging over
all delivered emails. The differences between the rates of depart-
ments are all significant with 𝑝 < 0.001, except for the difference
between the click rates of F&A and P&O. If we focus on campaigns
with data submission, the differences in the opening rates between
F&A and S&M and between P&O and S&M are significant with
𝑝 < 0.001, but the other differences are not significant.

Figure 6: Interaction rates of the analyzed departments.

Summary. The response to phishing emails varies notably across
different departments, with Sales and Marketing being particularly
susceptible. This department exhibits a high opening rate of 53.2%
and a click rate of 13.7%, indicating a heightened vulnerability to
phishing attacks compared to other areas within an organization.

4.5 Comparison of Phish Scale Difficulties
This section considers different difficulty levels of recognizing
phishing emails according to the Phish Scale [13, 52]. The results are
visualized in Figure 7. We compare: (i) the averages of the opening
rates of “Least difficult” (mean: 30.06%; SD: 14.96%), “Moderately
to least difficult” (mean: 25.9%; SD: 10.81%), “Moderately difficult”
(mean: 35.59%; SD: 15.05%) and “Very difficult” (mean: 31.84%; SD:
15.26%); (ii) the averages of the click rates of “Least difficult” (mean:
6.51%; SD: 7.66%), “Moderately to least difficult” (mean: 6.9%; SD:
5.35%), “Moderately difficult” (mean: 11.83%; SD: 10.59%) and “Very
difficult” (mean: 14.76%; SD: 9.81%). Again, note that here the av-
erage values are calculated as the averages of the rates of each
campaign, contrary to averaging over all delivered emails.

The differences between the detection difficulties are all signifi-
cant with 𝑝 < 0.001, except for the difference between the click rate
of “Least difficult” and “Moderately to least difficult”, which does
not achieve the significance level. If we focus on campaigns with
data submission, our dataset lacks data for “Moderately to least
difficult”, so we don’t have any statistical significance. The other
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Figure 7: Opening and click rates of different difficulties.

differences in the rates are significant with 𝑝 < 0.001, except the
data submission rates between “Least difficult” and “Moderately
difficult”, and between “Least difficult” and “Very difficult”, which
fail the significance level.

Summary. Click rates tend to increase along the Phish scale,
except for “moderately difficult” emails, which exhibit the lowest
click rate. If an attacker gets a user to open an email classified as
“moderately to least difficult”, nearly half of those users click on the
link, indicating a notable engagement level.

4.6 Comparison of Scenarios
In this section, we consider different categories of scenarios that
were presented in the phishing emails and compare their rates of
interaction. The total number of campaigns containing information
about the scenario is 94, with 65 951 delivered emails. A distribu-
tion of these categories of scenarios throughout all campaigns and
emails is presented in Table 4. Lastly, a comparison of click rates is
visualized in Figure 4.6. Again, note that here the average values
are calculated as the averages of the rates of each campaign and
not averaged over all delivered emails.

Focusing solely on campaigns with data submission, nearly all
rate differences are significant with 𝑝 < 0.001, with the exception of

Table 4: Distribution of the different interaction rates for
scenarios over all campaigns; the percentages are rounded.

Scenario Campaigns Emails

DMO 9 (10%) 18 105 (27%)
TCoP 17 (18%) 13 934 (21%)
AC 17 (18%) 10 893 (17%)
TCoE 20 (21%) 9631 (15%)
CF/T 15 (16%) 5857 (9%)
UO 7 (7%) 3939 (6%)
Information 9 (10%) 3591 (5%)

Figure 8: Average interaction rates of the campaigns.

the opening rates between “DMO” and “AC”, the click rates between
“TCoP” and “CF/T”, and the data submission rates between “TCoE”
and “CF/T”. If we consider all campaigns, again, the majority of the
differences are significant, except for the difference in the opening
rates of “TCoP” and “AC”, the click rates between (i) “TCoP” and
“CF/T”; (ii) “TCoE” and “Information; (iii) “CF/T” and “Information”;
and (iv) “UO” and “Information”.

Summary. There are notable variations in click rates across differ-
ent scenarios, ranging from 3.26% for AC to 12.49% for DMO. Once
a user opens an email, they are particularly likely to click on a link
if the scenario involves TCoE, with a click rate of 46.74%, or CF/T,
with an even higher rate of 54.81%. These findings suggest that
specific scenarios are more effective at compelling users to engage
further with phishing emails after the initial interaction.

5 Discussion
As mentioned in Section 4.1, some aspects of the overall results
stand out in particular. Click rates being higher in campaigns with-
out data submission is noteworthy, for example, as these emails
generally did not mention that they would request sensitive data on
the landing page. This reflects the dangerous and fear-eliciting tone
which emails in campaigns involving data submission often have [9],
e.g., “change your password, your account has been breached”. In
other words, it indicates that users would rather click on a link
in a harmless-looking email than a link in an email warning of a
severe incident. In campaigns with data submission, the high num-
ber of users who clicked on a link and submitted data is noticeable.
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This suggests that a small number of users have low cybersecurity
awareness and are very susceptible to phishing emails. This mi-
nority constitutes a higher risk to an organization’s cybersecurity
than the majority of employees with at least average awareness of
cybersecurity. However, this is not the case in all observed organi-
zations. Indeed, the vastly varying interaction rates across different
organizations reflect the considerably diverse backgrounds and ex-
periences in cybersecurity awareness that employees of different
organizations have [33, 38, 59].

Comparing just the difficulty levels “Least difficult”, “Moderately
to least difficult”, and “Very difficult”, the click rate increases with
difficulty, as expected. But the click rate of “Moderately difficult”
is actually lower than that of each of the other difficulties. This
is likely due to the large number of campaigns with data submis-
sion in this difficulty: out of 31 014 delivered emails, 14 055 (45.32%)
belonged to campaigns with data submission. The overall results
indicate that campaigns with data submission have a much lower
click rate than those without. Detection difficulty does not seem
to have as much influence as other dimensions of phishing sim-
ulations (see Figure 3). The results for “Moderately difficult” are
strongly influenced by six campaigns within the same organization
and thus with a very similar user set. These campaigns comprise
17 939 emails, or around 57.8% of the emails of this difficulty. When
investigating the phishing campaigns for this organization, we no-
ticed that after the first four phishing campaigns, the click rates in
the subsequent four campaigns decreased considerably. This might
be due to increased awareness from earlier campaigns or even the
organization’s training and education of the users. Analogously, the
results of the level “Very difficult” are heavily impacted by an ex-
tensive campaign in an organization with 14 182 emails, or around
70.4% of the emails of this difficulty.

It is remarkable that the click rate for “Account Compromised” is
very low, even though the opening rate is high. This email scenario
is strongly linked to data submission on the landing page. Hence,
the low click rate likely stems from the large number of emails
involved with such a campaign: out of 10 893 delivered emails for
this scenario, 9 011 (82.72%) allowed for data submission. The same
argument as above also holds for this scenario: The fear-eliciting
tone of the emails might lead to more cautious behavior by the
users. In contrast, “Don’t Miss Out” has the highest click rate over
all emails (see Table 2). This is probably because many campaigns
were not conducted with data submission. Of the 18 105 emails
delivered in this scenario, 17 723 (97.89%) emails did not allow data
submission. Again, this follows the trend of users clicking more
often when the email appears harmless. The same argument applies
to another notable result: For the scenarios “Take Care of Email”
and “Click File/Ticket”, we note that around half of the users who
open an email also click on a link.

With regard to different departments, the overall low click rate
for Finance & Administration stands out. Contrarily, Sales & Mar-
keting has a high opening rate and by far the highest click rate
among departments, especially for campaigns without data submis-
sion. This seems natural, as these departments are usually in contact
with external parties for work and must be receptive to incoming
opportunities. Another explanation could be that employees from
Sales & Marketing may tend to have higher levels of neuroticism

or agreeableness [22, 35], which might be a correlating factor in
determining whether a user interacts with a phishing email [8].

Lastly, as expected, spear-phishing interaction rates are higher
than those for generic campaigns. Some spear-phishing emails used
specific information about the organization to appear authentic.
However, another approach that might bemore effective (andwhich
was indeed employed in some campaigns) is to make the emails
more visually authentic, e.g., by using organizational themes, email
footers, logos, or fonts, in combination with organizational-specific
information. Finally, generic campaigns’ click and submission rates
with data submission are extremely low. Again, arguing as above,
it would appear that fear-provoking emails lead to more cautious
behavior by the users. In that case, general emails are far less con-
vincing than spear-phishing emails and point users to a somewhat
correct assessment of the situation.

5.1 Comparison with Previous Works
This section discusses the differences between our results and stud-
ies published by companies (e.g., white papers) and academia.

Comparison to Industry Reports. Vendors of phishing platforms
publish their own reports on click rates in the industry. For example,
KnowBe4 mentions that 33% of untrained users clicked on a phish-
ing link [32]. StationX reports that in 2021 the average click rate
for a phishing campaign was 18% for generic emails, while spear-
phishing emails had a click rate of 53% [36]. This report indicates
the following three industry sectors as having the highest click
rates: Education (28%), Finance & Insurance (27%), and Information
Technology (26%). In 2022, SoSafe reported that they analyzed 1 350
Internet users and had a click rate of 31% for this cohort [10]. SoSafe
publishes these numbers annually, and the last report from 2023
also indicates an identical click rate of 31.0%. They state that they
analyzed over 8 million emails from 3 000 clients [20].

Comparison to Academic Studies. Compared to other academic
studies, our results depict a broader evaluation of phishing cam-
paigns across different sectors. Williams et al. [58] report an av-
erage click rate of 19.44% for approximately 62 000 users, much
higher than our average click rate over all sectors, which was 9.19%.
Daengsi et al. [11] conducted a phishing simulation at a bank in
Thailand and compared different departments. They found that the
technology-related departments performed more securely than the
social-related departments and that the cybersecurity awareness
of the latter improved afterward. Rizzoni et al. [47] performed a
study involving 6 000 participants in one organization over three
campaigns. Their results vary from 3% for one generic campaign to
55% for one customized email (their average click rate is 20.14%).
In comparison, our result for customized emails sent out to the dif-
ferent organizations in our research is much lower. Lain et al. [34]
performed a large-scale, long-term study with more than 1 400
participants over 15 months in one organization. They sent out
117 864 phishing emails with an average click rate of 5.67%. Our
analysis also supports this low number of click rates. In a passive
measurement of phishing websites Oest et al. [40] found that the
submission rate on phishing websites is at least 7.42%, supporting
our findings from the phishing simulation campaigns conducted.
Sutter et al. [54] performed another large-scale study with 31 940
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participants and 288 000 emails at one university of applied sci-
ences. They report that 27% of their observed users clicked at least
once during their measurement, which spanned several campaigns.
Again, their number is much higher than our overall click rate of
8.91% for all delivered emails.

In conclusion, industry reports generally indicate higher click
rates than phishing reports from academic publications; for a sum-
mary, see Table 5. One reason might be that academic publications
rely on only one organization as the focus of their study. On the
other hand, industry reports might be biased towards higher click
rates for sales and marketing purposes of the respective platforms.
However, our findings indicate that, in general, lower opening, click,
and submission rates across different organizations are applicable
in comparison with prior work.

Table 5: Click rates and metadata about simulations per-
formed in industry and academia. The arrows show whether
the click rate is higher or lower than ours.

Reference No. Campaign Type Industry Click Rate

[36] Many Spear-Phishing Aggregated 53% ↑
Generic Aggregated 18% ↑

[32] Many Aggregated Aggregated 33% ↑
[10] Many Aggregated Aggregated 31% ↑
[54] One Generic Academia 27% ↑
[47] One Generic Healthcare 20% ↑
[58] One Spear-Phishing Public Sector 19% ↑
[34] One Generic Public Sector 6% ↓

5.2 Recommendations
The results and our discussion show that phishing simulations are
less effective and sometimes even counter-effective. In general, or-
ganizations and researchers should enhance technical detection
measures to reduce the number of phishing emails that reach users
inboxes. Moreover, a reassessment of detection difficulty metrics
is recommended, as detection difficulty seems to have a limited
impact on click rates. Contextual factors, like culture or employee
role, might also influence rates. However, since current research is
often limited to only one organization, this should be investigated
on a larger scale. Furthermore, organizations must compare and
evaluate factors such as the difficulty level of the phishing email,
the economic sector and departmental structure of their organiza-
tion, and the phishing scenarios provided by the phishing provider,
as variances in these can lead to significantly different interaction
rates. Therefore, we recommend that organizations evaluate the
rigor of the phishing simulation provider and compare the dimen-
sions of the phishing simulation emails and reports generated by
the provider. For the research community, given the variability
of the interaction rates for different organizations, general find-
ings from single-organization studies should be avoided for other
industries or companies. For example, the scenario “Account com-
promised” should be used with caution, as our results show that
this scenario leads to low interaction rates and might produce false
conclusions. In comparison, a harmless-seeming email that shares
information might lead to very different results. Furthermore, dif-
ferent departments might exhibit varying levels of awareness and

require different training approaches. Over-reliance on simplified
phishing simulations should be avoided by using varying detection
difficulty levels and data submission requests to prepare and test
for diverse attack vectors.

6 Limitations
In this section, we discuss the limitations of the approach we used.
We discuss threats to validity, how we mitigated them, and ethical
considerations when conducting such a study. Further, we also
clarify which protective measures we took to safeguard our data.

Threats to Validity. Our work generally does not focus on “why”
users click on a phishing mail. Instead, we performed a broad, quan-
tifiable study that does not have the specific shortcomings that
comparable literature has, in particular (1) focusing only on one
organization for (2) a short period of time, and (3) employing only a
small number of campaigns. We wanted to ensure that our study’s
results apply to a variety of companies. While performing our ex-
periments, our approach also had some shortcomings. The emails
sent are categorized as “Open” and “Clicked”. However, while con-
ducting our research, we found that some campaigns might have
inflated “Opened” rates, as some protection tools might load the
tracking pixel automatically. We can only be sure that a human
clicked the link if data was submitted at a later stage. On the other
hand, a protection mechanism might also be that external content
(e.g., images) is blocked by the security configurations of the or-
ganization, which possibly leads to a decrease in openings. In the
category “Clicked” there are also cases where a software “clicked”
on a link. However, the data was cleared for this, as software that
clicks on the links in most delivered emails is distinguishable from
users clicking. This was done by analyzing the combinations of IP
address and user-agent string. Additionally, in our case, the soft-
ware’s user-agent was more outdated than the user-agents of the
human users. Thus, we removed these automatic interactions prior
to analysis. Admittedly, we cannot evaluate whether users actu-
ally read the phishing email, so we can only make assumptions
about how an email is treated in a user’s inbox. Merely opening an
email generally results in little risk of a successful phishing attack
(i.e., credentials being stolen), provided that the software in use is
not significantly outdated. Thus, in this study, we focused on click
and data submission rates. Nevertheless, the potential for opening
an email to introduce an additional attack vector should not be
disregarded. Ensuring that users’ software is up-to-date may poten-
tially mitigate the risks associated with clicking on malicious links.
However, in practice there are three critical reasons to avoid clicks
altogether: (i) the existence of zero-day vulnerabilities, (ii) the fre-
quent lack of timely software updates, and (iii) the increased value
of email addresses from individuals who click on links on the black
market, which may render them specific targets for future attacks.
One issue with using the Phish Scale for determining detection
difficulties is its process of categorizing emails. Counting the cues
to get a cues category for the email can be done in different ways
and may lead to ambiguous results; e.g., when counting distracting
details in the email, does the rater count every sentence or count the
individual segments of sentences? Due to this ambiguity, checking
the inter-rater reliability to obtain scientifically sound detection
difficulties is necessary. We ensured this by achieving a reliable
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Cohen’s Kappa coefficient of > 0.6. Future work should explore the
distinction between generic and spear-phishing attacks in more
detail, especially considering how users interact with the different
categories of fraudulent emails. Another future direction is to iden-
tify structured training that reduces phishing susceptibility and
protects organizations in this complex landscape. Analyzing the
effect different trainings have in various sectors could also generate
insight into the efficacy of phishing simulations as a training tool.

Ethics. The clients acknowledged the phishing campaigns and
pseudonymous data analysis with the partner company. During the
study, we never had access to any PII and were only given access
to anonymized and aggregated data after collection. According to
our institution’s guidelines, the analysis of anonymized data does
not require IRB approval, so we did not submit a formal request.
Organizations sometimes notified users of the simulated phishing
campaigns, i.e., the participants knew that there was a simulated
phishing campaign coming, but did not know the exact timing or
content of the messages. As part of this study, participants were
subject to minimal risk. In fact, they are exposed to greater risk as
part of their everyday work, as they receive real phishing emails
and other malicious emails on a regular basis [16]. This was corrob-
orated by Lain et al. [34] who stated in their study that phishing
simulations do not expose participants to a greater risk than what
they would encounter during their typical days in the office because
the participants are regularly exposed to real phishing emails and
spam. However, phishing simulations themselves can have negative
effects. For example, they waste employees’ limited time or sow
distrust towards the company. To mitigate this, our research was
conducted as part of the respective organizations’ broader cyberse-
curity awareness programs. Yet, we acknowledge that conducting
these simulations exposed the users to minimal risks, but similar to
other researchers, we believe that the participants’ positive experi-
ences merited these risks. Combining these arguments, we argue
that conducting the simulations in a considerate way is valid and
these arguments do not pose a threat to validity [45].

Data Collection and Protection. We decided to report phishing
campaigns with data submission separately from those without
data submission to avoid the potential for wrong conclusions to
arise. We did so primarily for two reasons. First, the ratio of users
submitting data compared to the number of emails delivered –
including campaigns without data submission – gives the wrong
impression that very few users submit their credentials. Second,
comparing click rate with the associated submission rate is also
insightful. This produces a “conversion rate” quantifying howmany
users who clicked a link also submit credentials. This conversion
rate would be skewed when comparing a submission rate with the
click rate of all delivered emails, which included campaigns without
any data submission at all. During the phishing simulations, data
on clicks, email openings, and data submissions on a phishing site
were collected. If a study participant entered PII, e.g., his email or
password, a record was created that the data was submitted, but not
which data exactly. In theory, a user could enter “wrong” credentials
at this point. However, we assume that most users will enter their
correct credentials instead. The dataset for each campaign is stored
in the EU at an ISO 27001-compliant company.

7 Related Work
Much work on phishing simulations and their effectiveness has
already been done. However, these previous studies all are smaller
in terms of the total number of study participants and included sec-
tors, or they had different analysis goals. Burda et al. [5] analyzed
susceptibility to phishing for two different organizational types (a
university and a consultancy). They conclude that an overarching
study across various domains is needed. Burns et al. [6] choose
a residential MBA program for their phishing simulation. They
also conclude that future research should focus on generalizing
results from phishing campaigns to draw overarching conclusions.
Rizzoni et al. analyzed a phishing simulation exercise at a large
hospital. They found that customization of phishing emails leads
to more people opening a potential phishing email [47]. This study
verifies the work of Jalali et al. [28], who also found that hospi-
tal employees were particularly susceptible to phishing. They add
that the high workload generally leads to a greater susceptibility.
Ho et al. [24] had a dataset that contained 92 organizations and
113 083 695 unique, employee-sent emails. However, they focused
on lateral phishing between different organizations. There are also
other approaches to understanding and interpreting phishing sim-
ulations, for example, role-playing. Sheng et al. [50] used one such
role-playing approach to analyze demographic effects on users’
susceptibility to clicking on phishing emails. Our findings align
with the recent work of Ho et al. [25], who found that annual se-
curity training does not affect whether a user clicks on links in
simulated phishing emails. Having examined the related works, we
conclude that our study presents the first longitudinal and intersec-
tional large-scale study of the phishing phenomenon, which several
previous and related works identified as a current research gap.

8 Conclusion
We conducted a quantitative, large-scale, and intersectional study
on phishing simulations in the workplace. Our findings suggest
that the prevalent body of research on phishing metrics is skewed
with quantitative results on click and submission rates that are not
generalizable. We found that the industry reports even higher click
rates than researchers, which makes existing figures even more
unreliable. Our findings indicate that phishing is still a prevalent
problem, though it seems to be inflated to a certain extent.
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A Example of a Spear Phishing Email Used
Figure 9 provides an example of a spear phishing email used for
the scenario “Take Care of Process.” Personal information has been
redacted, and the email features a fictitious company and logo.

Figure 9: A spear phishing email we used.

B Overview of Surveyed Organizations
Table 6 provides an overview of the pseudonymous organizations
we surveyed in our research. We use the United Nations Interna-
tional Classification of All Economic Activities system (ISIC) to
classify the industry. Using this classifier allows a majority of orga-
nizations to start benchmarking, as many countries classify their
economic activities using a comparable system to ISIC or have even
adopted ISIC as their national classification system [43].
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Table 6: This table provides an overview of the observed organizations. Sector describes primary (1), secondary (2), tertiary
(3), and quaternary (4). “Consulting, IT services” in our table corresponds to “Consulting & telecommunications, computer
programming, consultancy, computing infrastructure, and other information service activities” in the ISIC classifier scheme.
BST is the balance sheet total. “n.a.” in the BST column means that the organization is not legally required to publish a yearly
financial report. Thus, in these cases, we were not able to determine the BST.

ID Sector Industry ISIC Classifier ISIC Code Organization Size BST (Million €) Country

HW 4 Finance Financial and insurance activities L6433 Medium 31 DE
YM 2 Industry Manufacturing C26 Small 11 DE
JG 4 Consulting Consulting, IT services K6219 Small 5 DE
CM 4 Consulting Other service activities T9411 Small n.a. DE
AP 3 Security Financial and insurance activities L6419 Medium 13 DE
QV 4 IT Publishing and content distribution J582 Medium 1.6 DE
OQ 4 Education Education Q8540 Large n.a. DE
YH 3 Industry Manufacturing C26 Medium 1.8 DE
SJ 2 Industry Manufacturing C2511 Large 332 DE
SR 4 Education Manufacturing Q8540 Large n.a. DE
MV 3 Real Estate Real estate activities M68 Large 3 400 DE
RN 3 Social Human health and social work activities R8890 Small n.a. DE
BU 4 IT Publishing and content distribution J582 Large 58.3 DE
XH 3 Gambling Arts, sports and recreation S9200 Large n.a. DE
BJ 4 Consulting Education Q8559 Medium 4 DE
TM 3 Healthcare Human health and social work activities R86 Large 429 DE
HH 2 Chemical Industry Electricity, gas, steam, air conditioning D3520 Large 1 700 EU
WG 3 Automobile Wholesale and retail trade G4781 Large 109 DE
JQ 2 Industry Manufacturing C2395 Medium 24.7 DE
GV 3 Culture Arts, sports and recreation S9020 Medium 7.2 DE
VR 4 Consulting Consulting, IT services K6219 Medium 9 DE
ER 4 Consulting Consulting, IT services K6219 Medium 12.9 DE
PJ 2 Chemical Industry Manufacturing C201 Medium 17.1 DE
IG 2 Food Manufacturing C1050 Large 69 DE
CQ 2 Healthcare Manufacturing C2100 Medium 37 DE
XB 2 Industry Wholesale and retail trade G4659 Large 300 DE
ZQ 4 IT Wholesale and retail trade K6219 Small 1.6 DE
BB 3 Municipality Public administration P8411 Large n.a. DE
BM 3 Municipality Public administration P8411 Medium n.a. DE
LX 3 Water Supply Water supply and waste management E3600 Small 15.5 DE
XO 4 Consulting Other service activities T9510 Large 237 JP
RV 4 Consulting Consulting, IT services K6219 Small 1.1 DE
CJ 2 Environment Manufacturing C2651 Large 34.2 DE
YV 4 Research Scientific and technical activities N7210 Large n.a. DE
XL 4 Consulting Consulting, IT services K6219 Medium 9 DE
HC 3 Security Financial and insurance activities L6419 Large 75.5 EU
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